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A B S T R A C T   

Objectives: To develop a new post-processing strategy that utilizes an auxiliary device to adjust intraoral scans 
and improve the accuracy of 3D models of complete-arch dental implants. 
Materials and methods: An edentulous resin model with 6 dental implants was prepared. An auxiliary device, 
consisting of an opaque base and artificial landmarks, was fabricated and mounted onto the resin model. Twenty 
intraoral scans (raw scans) were taken using this setup. A new post-processing strategy was proposed to adjust 
the raw scans using reverse engineering software (verified group). Additionally, ten conventional gypsum casts 
were duplicated and digitized using a laboratory scanner. The linear and angular trueness and precision of the 
models were evaluated and compared. The effect of the proposed strategy on the accuracy of complete-arch 
intraoral scans was analyzed using one-way ANOVA. 
Results: The linear trueness (29.7 µm) and precision (24.8 µm) of the verified group were significantly better than 
the raw scans (46.6 µm, 44.7 µm) and conventional casts (51.3 µm, 36.5 µm), particularly in cross-arch sites. 
However, the angular trueness (0.114◦) and precision (0.085◦) of the conventional casts were significantly better 
than both the verified models (0.298◦, 0.168◦) and the raw scans (0.288◦, 0.202◦). 
Conclusions: The novel post-processing strategy is effective in enhancing the linear accuracy of complete-arch 
implant IO scans, especially in cross-arch sites. However, further improvement is needed to eliminate the 
angular deviations. 
Clinical significance: Errors generated from intraoral scanning in complete edentulous arches exceed the clinical 
threshold. The elimination of stitching errors in the raw scans particularly in the cross-arch sites, through the 
proposed post-processing strategy would enhance the accuracy of complete-arch implant prostheses.   

1. Introduction 

Fixed implant-supported prostheses are gaining significant popu-
larity among complete edentulous patients owing to their remarkable 
oral functionality and enhanced comfort, coupled with consistently 
favorable clinical outcomes. The advent of optical 3D scanning and 
CAD-CAM technology has notably simplified and expedited the digital 
implant workflow in comparison to the conventional methods [1]. By 
utilizing handheld intraoral scanners (IOS), it is now possible to directly 
capture precise 3D images of the oral cavity, thus eliminating the need 
for traditional and often uncomfortable impressions, which are gener-
ally disliked by most patients. Previous research has showcased that IOS 

can achieve a high level of accuracy, with trueness ranging from 6 to 45 
µm, and deliver predictable long-term results in cases involving 
short-span tooth-supported prostheses [2]. However, it is important to 
note that the current accuracy of IOS remains inadequate and clinically 
unacceptable when it comes to complete dentate arches, where trueness 
has been reported to range from 70 to 155 µm. Similarly, for cases 
involving multiple implants in completely edentulous arches, the re-
ported trueness ranges from 17 to 259 µm [3–6]. 

The occurrence of errors in intraoral complete-arch implant scanning 
is widely acknowledged and can be attributed to several factors. These 
factors include the utilization of scan bodies, inadequate presence of 
anatomic landmarks, and the algorithm employed for image stitching 
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[7–9]. A wealth of research has been conducted to thoroughly investi-
gate the accuracy of different types and materials of scan bodies, with a 
preference observed for long and narrow scan bodies that possess a 
simple design and tight manufacturing tolerance [10–12]. To address 
the issue of insufficient anatomic landmarks, various auxiliary devices 
incorporating fiducial markers for registration have been developed 
[13–15]. Studies have demonstrated the effectiveness of tooth-shaped 
landmarks in reducing cross-arch deviations by approximately 60 µm, 
while the implementation of an opaque base to cover the mucosa in 
edentulous areas may lead to a reduction of short-span deviations by 
approximately 20 µm [14]. Despite these notable advancements, de-
viations of approximately 80 µm still persist at cross-arch sites. 

The scientific evidence regarding image stitching algorithms for 
intraoral scanners (IOS) is currently lacking. Although one study re-
ported a stitching error ranging from 1.9 to 18.2 µm for a three-unit span 
[16], accurately measuring the cumulative stitching error resulting from 
complete-arch IOS scans, considering different alignment methods and 
operative details, presents a significant challenge. Complicating matters 
further, all IOS products currently available on the market operate as 
closed systems with highly automated mechanisms and non-modifiable 
parameters during data processing. The process of 3D reconstruction is 
often regarded as a "closed black-box," with limited knowledge 
regarding the specific algorithms and operative details [17,18]. Conse-
quently, addressing algorithmic errors by modifying the IOS operating 
systems proves to be difficult due to the lack of transparency and 
accessibility to the underlying processes. 

Is it feasible to modify the raw images after data acquisition? A study 
highlighted the use of a post-processing correction module within 
customized software to address image distortions caused by curved focal 
planes in confocal microscopy [19]. The findings of this study demon-
strated a significant enhancement in scanning accuracy, particularly in 
the X- and Y-axes of the first quadrant and the Z-axis of the second 
quadrant. Consequently, it suggests the possibility of rectifying cumu-
lative errors at cross-arch sites by applying post-processing techniques to 
the raw scans after 3D reconstruction. 

In a related context, a proposed post-processing strategy based on 
computer-aided design (CAD) software was introduced, utilizing a 

previously developed auxiliary device, with the aim of improving the 
accuracy of complete-arch implant intraoral scanning. The objective of 
this particular study was to evaluate the impact of post-processing on the 
accuracy of complete-arch implant intraoral scanning models. The null 
hypothesis put forth posited that there would be no significant differ-
ence in the linear and angular trueness/precision between the post- 
processed scans, raw scans, and conventional gypsum casts. 

2. Materials and methods 

All experiments were conducted in the same laboratory under stan-
dard conditions, with a room temperature of 25±1 ºC, a humidity level 
of 60 %, and an air pressure of 1050 hPa. 

2.1. Preparation of the master model 

A resin model of edentulous maxilla was used as the master model, 
with six bone-level dummy implants (NobelActive, internal RP, ø4.3/10 
mm, Nobel Biocare AB, Goteborg, Sweden) inserted in parallel (Fig. 1a). 
The implants were connected to six multi-unit abutments (MUA Plus, 
Nobel Biocare AB) using a torque-controlled wrench. 

2.2. Conventional impressions 

Six implant impression copings (Impression Coping Open Tray Multi- 
unit 29089, Nobel Biocare AB) were attached to the MUAs and secured 
with a 1.5 mm-diameter stainless steel wire and light-cured resin (Teric 
N-flow, Ivoclar Vivadent, Liechtenstein) (Fig. 1b). Ten pick-up abut-
ment-level impressions were taken using polyether impression material 
and custom trays (Impregum Soft, 3M ESPE, USA). Six implant ana-
logues (multi-unit abutment replica, Nobel Biocare AB) were connected 
to the copings, and the impressions were poured with dental stone 
(Dentstone KD, Sain-Gobain, France). 

2.3. Data acquisition 

The MUAs were initially secured with scan bodies (ZfxTM intrascan/ 

Fig. 1. Experiment outline. (a) Master model. (b) Splinted impression copings (c) Scan bodies attached. (d) Auxiliary device placed on the master model. (e) 
Auxiliary device alone. 
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evolution matchholder, Zimmer Biomet, USA) using a torque-controlled 
wrench. The master model was scanned three times using a high- 
precision structured light scanner (IScan D104i, iMetric, Courgenay, 
Switzerland) to serve as the reference model (RM group, n = 3). The 
same scanning process was performed on the gypsum casts (conven-
tional group, n = 10). Next, a developed 3D-printed auxiliary device, 
consisting of an opaque base and artificial landmarks between the im-
plants, was applied to the master model [14] (Fig. 2). The assembly was 
scanned using a confocal microscopy intraoral scanner (Trios 3, 
3ShapeA/S, Copenhagen, Denmark), following the manufacturer’s in-
structions (control group, n = 20). An additional laboratory scan was 
taken of the auxiliary device alone (IScan D104i), which served as a 
reference during post-processing (RM-2, n = 1). All scanning operations 
were performed by a single operator (Y Pan). All scan models were 
exported in STL format. 

2.4. Post processing 

All STL files were imported to reverse engineering software (Geo-
magic Control 2014, Geomagic, Morrisville, USA). The post-processing 
strategy was as follows:  

1) The raw scans were segmented into six segments, consisting of four 
posterior and two anterior segments. Each segment included a scan 
body and its adjacent markers (Fig. 3). Each segment was saved as a 
separate STL model (test).  

2) The laboratory scan of the auxiliary device (RM-2) was cropped to 
remove the base part, leaving only the geometric markers for regis-
tration in the subsequent alignment (the red part).  

3) For each test model, the coronal two-thirds of the markers were 
selected as the field of interest (FOI, the red part). 

4) The red part of both the test and reference models were super-
imposed using a two-step alignment method: three points were 
manually identified in the paired models for the initial matching. 
Then, an iterative-closest-point algorithm (ICP) was implemented to 
refine the alignment (sampling 5000 points, tolerance 10 µm).  

5) Sequential alignments of the test models from #16 to #26 were 
performed (Fig. 4).  

6) The aligned segments were then merged into a single 3D model. 

As a result, 20 verified models were created (verified group, n = 20). 

2.5. Evaluation of the intra-operator reliability 

To ensure the reliability of subsequent measurements, the intra- 
operator reliability was assessed by Intra-class Correlation Coefficient 
(ICC). Five repeated linear and angular measurements were collected 
from the same original IO model, following the aforementioned proto-
col, by the same operator (Y. Pan). Additionally, the repeatability 
standard deviation of the repeated measurements was used to represent 
the precision of the post-processing technique. 

2.6. Accuracy analysis 

The RM and the three groups of models were imported into a dental 
software program (EXOCAD, Woburn, MA, USA), which allowed for the 
creation of virtual models of the MUAs based on the implant library. 
Geometric features, such as the bottom plane, the center-axis, and their 
intersection points (the Z-point), were defined on each MUA (Fig. 5). 
Inter-Z-point distances and angles of the center-axes between #16 and 
the other MUAs (16-14, 16-12, 16-22, 16-24, 16-26) were measured 
(Fig. 6). The reference values for these measurements were obtained 
from the RM group and were calculated by averaging three measure-
ments. Accuracy was defined as the closeness between the test values 
and the reference values, as described by trueness and precision ac-
cording to ISO-5725. Trueness was determined by calculating the mean 
absolute difference between the test and reference values (test-ref), 
while precision was represented by the standard deviation. 

2.7. Statistical analysis 

A pilot study was conducted to compare the linear trueness among 
groups (n = 3). The sample size was calculated using G*power (Heinrich 
Heine, Universität Düsseldorf, Germany) with a power of 90 % at an 
⍺-level of 0.05. ANOVA F-test was used to compare the conventional 
group (mean 53.0 µm), control group (mean 46.8 µm), and verified 
groups (35.4 µm), and a high effect size was achieved (f = 1.028), 
indicating that at least 6 scans were needed per group. To compare the 
cross-arch trueness, at least 16 samples were needed for the verified 
(mean 28.3 µm) and control group (mean 75.6 µm) with a power of 90 % 
at an ⍺-level of 0.05 (f = 1.219). 

In this study, the test variable was the post-processing of the models, 
and the outcome measurements were linear and angular deviations. 
Subgroup analyses were conducted on specific quadrants (Q1 and Q2) 
and implant sites (16-12, 16-14, 16-22, 16-24, 16-26). Data analysis was 
performed using SPSS 24.0 (IBM SPSS software; IBM Corporation, Cary, 
NC, USA). The normality assumption and equivalence assumptions for 
variance of the grouped data were assessed using the Kolmogorov- 
Smirnov test and Levene’s test, respectively. One-way ANOVA was 
used to evaluate the effect of post-processing on linear and angular 
trueness, and the Tukey method was employed for multiple comparisons 
on trueness when equal of variance was assumed. If not, the Dunnett T3 
method was used. Levene’s test was used to compare the precisions 
between groups. The level of significance was set at 0.05. 

3. Results 

The intra-operator reliability was high, with an ICC of 0.985 for 
linear measurements and 0.997 for angular measurements. The repeat-
ability standard deviation of the post-processing procedure was 6.8 µm/ 
0.151◦, indicating the total random errors associated with this proced-
ure under the same testing conditions. 

The Kolmogorov-Smirnov test showed that the original angular data 
and the transformed linear data (obtained by taking the square root of 
the original data) followed normal distributions. In terms of linear 
measurements, One-way ANOVA revealed significant differences in 
trueness among groups at sites 14-16 and 26-16. Similarly, significant 
differences in linear precision were observed at sites 22-16 and 26-16 Fig. 2. The auxiliary device.  
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(Fig. 7). For angular measurements, significant differences in both 
trueness and precision were found among groups at all sites, except for 
12-16 (Fig. 8). 

The data were further analyzed by pooling them into two quadrants: 
Q1 (16-14 and 16-12) and Q2 (16-22, 16-24, 16-26) (Table 1). Within 
Q1, there were no significant differences among the groups, except that 
the conventional group had significantly better angular trueness 
compared to the control and verified group (p = 0.040). In Q2, the 
verified group exhibited the best linear trueness and precision among 
the three groups (control trueness p = 0.002, precision p < 0.001; 
conventional trueness p = 0.006, precision p < 0.001). On the other 
hand, the conventional group showed the best angular trueness and 
precision (control trueness p < 0.001, precision p < 0.001; verified 
trueness p < 0.001, precision p = 0.001). There was no significant dif-
ference in angular trueness and precision between the control and 
verified group (trueness p = 0.992, precision p = 0.068). 

In terms of the pooled linear outcomes, One-way ANOVA revealed a 
significant difference in the linear trueness among groups (p = 0.002). 
The verified group had significantly higher pooled linear trueness (29.7 
µm, CI 24.8~34.6) compared to both the control group (46.6 µm, CI 

37.7~55.4, p = 0.026) and the conventional group (51.3 µm, CI 
40.9~61.7, p = 0.003). Levene’s test also showed that the pooled linear 
precision of the verified group (24.8 µm) was significantly higher than 
that of the control group (44.7 µm, p < 0.001) and the conventional 
group (36.5 µm, p < 0.001), while no significant differences were 
observed between the control and conventional group (p = 0.626). 

For the angular outcomes, significant differences were found among 
the groups in terms of angular trueness (p < 0.001) and precision (p <
0.001). The conventional group exhibited higher angular trueness 
(0.114◦, CI 0.089~0.138) and precision (0.085◦) compared to the other 
two groups (p < 0.001). However, no significant differences were found 
between the control and verified group in terms of angular trueness (p =
0.986) and precision (p = 0.143) (Table 1). 

4. Discussion 

The key finding of this in vitro study is that the post-processing 
strategy significantly improved the linear trueness and precision of 
IOS scans in complete-arch implant rehabilitation. However, it had no 
discernible impact on angular measurements. This study introduces a 

Fig. 3. Segmentation of the IOS model.  

Fig. 4. Segments were aligned to the reference markers one after another.  
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novel approach that optimizes the implant digital workflow by 

incorporating CAD modification after 3D reconstruction, an area that 
has received limited investigation in previous studies. It is worth noting 
that the mean linear deviation of the virtual models decreased signifi-
cantly from 46.6 ± 44.7 to 29.7 ± 24.8 µm after the post-processing 
procedure, particularly at the cross-arch site where it decreased from 
84.0 ± 63.3 to 28.3 ± 20.2 µm. However, the mean angular deviation 
remained unaffected by the procedure (0.288º v.s. 0.298º). Therefore, 
the null hypothesis was partially rejected. 

The pooled linear accuracy of the raw IO scans (46.6 ± 44.7) was 
comparable to that of the conventional group (51.3 ± 36.5 µm) but the 
error distribution pattern differed between the two techniques. The 
conventional group exhibited the greatest deviation in the anterior re-
gion (site 22), where there was a marked change in arch curvature. On 
the other hand, the raw IO scans showed the greatest deviation at the 
distal end of the 2nd quadrant. This suggests that while anteroposterior 
implant-framework misfits might occur in the conventional group, 
lateral misfits could be more prevalent in the IO scan group. After post- 
processing, the accumulated error decreased significantly, indicating 
that the verified model was more accurate than the conventional casts. 
However, the angular accuracy (0.298±0.168◦) did not improve with 
post-processing and was greater than that of the conventional group 
(0.114±0.085◦). This difference could be attributed to the characteris-
tics of the impression copings and scan bodies used in the study. The 
impression copings in the conventional group were longer (16 mm) and 
rigidly splinted together, while the scan bodies and artificial landmarks 
in the IO scan group were shorter (11 mm) and separate. This difference 
in design may have made the IO scan group more susceptible to errors, 
resulting in higher angular deviations [7]. Therefore, it appears that the 
current landmarks were insufficient to eliminate angular deviations, and 
further optimization of the post-processing strategy is necessary in 
future studies. 

The accumulation of errors resulting from multiple stitching poses a 
significant challenge for intraoral scanner (IOS) applications in com-
plete arches [20]. Previous studies have attempted to address this issue 
by optimizing various factors, including view frame size, scanning speed 
[21], distance [22], span [23,24], ambient light [25], scanning strategy 
[26], and anatomic landmarks [27]. However, the improvement ach-
ieved has been shown to be limited. In this study, errors originating from 
the edentulous sites were eliminated by utilizing landmarks on the 
auxiliary device. Therefore, the remaining errors were believed to be 
attributed to the inherent algorithm used for image stitching of indi-
vidual images. The proposed post-processing strategy aimed to reduce 
these errors by segmenting the implant scan bodies from the original 
arch and repositioning them based on reference landmarks. Since the 
IOS scanner demonstrated satisfactory accuracy within a single view 
frame [28], no compromise was made on the image quality of each scan 

Fig. 5. Geometric features on each scan body.  

Fig. 6. Inter-Z-point distances between #16 and the other implant sites 
were measured. 

Fig. 7. The points indicated linear trueness and the error bars represented linear precision of each site. The linear trueness of the control group (gray dots) increased 
as the distance increased, while those of the verified group (red squares) remained stable and the conventional group (black triangles) peaked at the anterior site 
(22–16). *indicated a significant difference in precision; #indicated a significant difference in trueness. Q1: 1st quadrant. Q2: 2nd quadrant (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.). 
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body, ensuring that downstream procedures, including CAD-CAM steps, 
remained unaffected [29]. Additionally, there was a notable improve-
ment in linear accuracy in the second quadrant following the imple-
mentation of the modified workflow. The mean linear deviation 
decreased from 64.5 ± 54.8 µm to 27.9 ± 24.1 µm. Particularly note-
worthy was the remarkable 63 % reduction in linear deviation observed 
at the cross-arch site (#26). Although the statistical significance was not 
achieved for two other sites in the second quadrant (#22 and #24), they 
still exhibited reductions of 31 % and 46 %, respectively. These findings 
suggest that the modified workflow holds promising potential in 
reducing implant-framework misfits. However, further clinical studies 
will be necessary to confirm the efficacy of the proposed approach in 
enhancing clinical outcomes. 

The present study introduced a post-processing strategy consisting of 
several steps, including model segmentation, landmark selection, 
alignment, and model merging. This procedure can be implemented 
using dental-specific computer-aided design (CAD) software, such as 
EXOCAD, which is widely accessible in dental laboratories. The entire 
process can typically be completed within 8 min. A significant emphasis 
was placed on the selection and alignment of landmarks, as these factors 
played a crucial role in the success of the post-processing technique 
[30]. To maintain precision, the same operator (Y. Pan) followed 
ISO-5725 guidelines and maintained an acceptable level of 6.6 
µm/0.038◦ for the surface models’ selection. In each case, 2/3 of the 
coronal part of the artificial landmark was selected for alignment, while 
the remaining 1/3 close to the resin base was excluded due to potential 
voids from incomplete scanning. It is worth noting that the scanner 
software automatically filled in the missing parts in the scan body image. 
However, this automated process could introduce misalignment and 
lead to faulty processing of the virtual scan body. Previous studies have 
reported errors of up to 30 µm from virtual alignment when dealing with 
well-scanned scan bodies [29], as well as linear discrepancies of up to 
80 µm arising from improperly scanned scan bodies [31]. It has also 
been shown that the accuracy of different algorithms for virtual align-
ment of paired surface models can vary significantly [32]. These 

findings underscore the significance of addressing alignment errors in 
the CAD-CAM workflow. In this study, a two-step alignment procedure 
was used, which involved a coarse landmark-based pre-registration and 
a full-image-content based re-alignment using the ICP algorithm. This 
protocol is considered the most reliable as it utilizes all available in-
formation from the point clouds throughout the entire alignment process 
[33,34]. 

In the context of registration landmarks for complete-arch scanning, 
fiduciary spheres were deemed unsuitable due to their poor angular 
precision and trueness, as evidenced by previous studies [14]. The 
identical nature of the spheres in all directions and the absence of geo-
metric indicators for orienting the images within the 3D coordinate 
system contributed to the potential rotation of matching surfaces along a 
random axis of the sphere. Consequently, this led to inaccurate results in 
the scanning process [32,35]. To address this limitation, the present 
study employed an auxiliary device that featured artificial teeth with 
distinct anatomic features, including both steep and flat surfaces. This 
design choice enabled quick recognition and precise matching during 
the registration procedure. The incorporation of anatomic features 
facilitated more accurate alignment of the scanned images [35,36]. 
However, despite the utilization of the auxiliary device, the results ob-
tained after verification indicated that angular trueness was not signif-
icantly improved. This suggests that further advancements and 
developments in the design of landmarks are necessary to achieve 
enhanced accuracy in future studies. 

The process involved in creating and utilizing the auxiliary device, as 
described in this study, required a considerable amount of time and 
manual effort. The process of creating an auxiliary device (30 min), 
conducting separate scans of the auxiliary device (2 min), segmenting 
the scans (1 min), performing separate registrations (4 min), and finally 
creating a single model (1 min) was labor-intensive. The process was 
manually conducted and required specific training and expertise. 
Further developments in simplifying and automating the process is 
needed. 

In this in vitro study, the post-processing strategy has only been 

Fig. 8. The angular deviation for trueness fluctuated among the implant sites without trends. The angular deviation for trueness and precision were significantly 
different among groups in most implant sites. *indicated a significant difference in precision; #indicated a significant difference in trueness. Q1: 1st quadrant. Q2: 
2nd quadrant. 

Table 1 
Linear and angular trueness and precision of the groups.   

Q1 Q2 Pooled  

Trueness Precision Trueness Precision Trueness Precision  

Linear (µm) Angular 
(◦) 

Linear 
(µm) 

Angular 
(◦) 

Linear 
(µm) 

Angular 
(◦) 

Linear 
(µm) 

Angular 
(◦) 

Linear 
(µm) 

Angular 
(◦) 

Linear 
(µm) 

Angular 
(◦) 

Control 25.6† 0.235† 26.1† 0.158† 59.3† 0.323† 49.9† 0.221† 46.6† 0.288† 44.7† 0.202†

Verified 28.3† 0.242† 24.9† 0.154† 30.6‡ 0.334† 24.9‡ 0.169† 29.7‡ 0.298† 24.8‡ 0.168†

Conventional 38.6† 0.142‡ 23.3† 0.097† 59.7† 0.095‡ 41.4† 0.072‡ 51.3† 0.114‡ 36.5† 0.085‡

Means in column that do not share the same symbols are significantly different among groups. 
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validated at the CAD stage of the digital workflow. Therefore, further 
studies are needed to determine if the improved accuracy can be 
maintained during downstream processes. Additionally, it is important 
to note that the dataset was outputted and processed in the STL format, 
which may potentially compromise accuracy as detailed information 
carried by the point cloud may be lost during the format conversion to 
the triangular mesh. Furthermore, this study specifically examined an 
auxiliary device with tooth-shaped landmarks, and as such, the findings 
may not be applicable to other designs. 

5. Conclusions 

Within the limitations of this study, the following conclusions can be 
drawn:  

(1) The proposed post-processing protocol is effective in improving 
the linear accuracy of IO scans for complete-arch implants, 
especially at the cross-arch sites.  

(2) The post-processing protocol showed negligible effect on the 
angular accuracy.  

(3) Further development in simplifying and automating the whole 
process is needed. 
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